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a b s t r a c t

The following research compared some energy, exergetic and thermo-economic indicators of a
supercritical CO2 simple Brayton cycle integrated with a simple organic Rankine cycle (SORC), and a
regenerative organic Rankine cycle (RORC). A thermodynamic model was developed to determine the
net power, thermal efficiency, the fuel consumption, and the exergy destruction of all the components
of the system. Also, a thermo-economic model was developed to determine some economic indicators
such as the levelized cost of energy (LCOE), the payback period (PBP) and specific investment cost (SIC).
A sensitivity analysis was carried out to study the influence of the primary turbine inlet temperature
(TIT), the high-pressure in the compressor (PHigh), the evaporator pinch point temperature difference
(PPT), and the pressure ratio (Pr ) on the indicators performance. Three different working fluids were
selected in this study: acetone, toluene and cyclohexane. The results showed that cyclohexane had the
best energy performance giving an efficiency of 48.02% for the RORC system. Besides, it presented the
best thermo-economic results for the LCOE (0.26 USD/kWh), SIC (2626.75 USD/kWh), and a PBP (11.2
years). Finally, a multi-objective optimization was developed based on energy, exergy and thermo-
economic performance parameters as objective functions to obtain a technical and economic feasible
solution able to implement them in industrial applications.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Industry currently has different heat transfer mechanisms in
ts productive processes. In the sector of power generation, the
roduction of exhaust gases released to the environment has
ecome a problem because of the loss of energy and air pollu-
ion (Jaber et al., 2017). Between the 60%–70% of the primary
nergy is lost as low-grade waste heat.
The loss of energy due to unused waste of heat contributes

o the increase in production costs and cause environmental
amage. The cost of energy represents a significant part of the
otal cost of production of a variety of consumer goods. In re-
ent years, different methods have been investigated to optimize
he energy generation and consumption systems, considering
ncreased efficiency and minimization of facility costs (Uusitalo
t al., 2019; Khaled et al., 2020). These alternatives include the
se of waste heat, which can provide significant improvements in
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nc-nd/4.0/).
overall efficiency and reduce greenhouse gas emissions in energy
production systems and industrial processes (Sara et al., 2018;
Young et al., 2018).

In addition to the residual heat generated in industrial pro-
cesses, there are other energy resources in the world such as
geothermal and solar energy. These are called low-quality energy
resources because they are sources at low temperatures (Boual-
laga et al., 2017; Thakar et al., 2018; Benato et al., 2017; Suku-
maran and Sudhakar, 2018). Conventional power generation
techniques are not efficient in converting heat from traditional
sources. Therefore, due to the low temperature generated by
these electrical energy sources, many scientists have turned their
attention to the use of waste of heat because it has low en-
thalpy, lower costs than high-temperature heat and is abundant
in industrial process (Mostafavi and Mahmoudi, 2018).

Several thermodynamic cycles have been proposed for energy
conversion from residual heat recovery (Danieli et al., 2019; Dud-
kiewicz and Szałański, 2020; Nami et al., 2018). However, many of
these conventional steam cycles are not efficient when using low-
quality waste heat recovery. Therefore, the ORC represents an
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
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ffective alternative to use energy because of its low-temperature
eat recovery capacity and the possibility of being implemented
n low capacity and decentralized plants (Imran et al., 2018).
RC systems offer an attractive option for geothermal energy
xploitation. Besides, there is extensive research available in this
ield, including work fluid selection, component design, cycle
ptimization, thermal, exergetic, economic, and environmental
mpact assessment (White and Sayma, 2019; White et al., 2017,
018; Tartière and Astolfi, 2017; Arbolino et al., 2017; Xia et al.,
020).
The exergetic and thermo-economic analysis has become a

seful tool for quantifying cycle inefficiencies and identifying
hether the energy consumption is optimal or not, enabling
rucial information for system design and operation (Sánchez
illafana and Vargas Machuca Bueno, 2019). In this sense, Hou
t al. (2020), made an exergo-economic analysis of an ORC cycle
hrough the TLEEA (Three-Level exergo-economic Assessment)
ethod, calculating the assessment indicators using a correlation
atrix. Their results were focused on a typical system operation

hat makes it necessary to investigate the variation in economic
erformance based on different operating parameters. Although
he ORC cycle is commonly applied in many waste heat recovery
rocesses, it still has some limitations when residual heat is at
igh temperatures due to the different thermophysical properties
f organic fluids. For this reason, several studies have been done
bout the combination of the ORC cycle with other thermody-
amic cycles to improve its efficiency, such as the S-CO2 Brayton
ycle. Compared to other thermodynamic cycles, the S-CO2 Bray-
ton cycle has a higher economic advantage because it employs
more compact components due to the high operating pressure
and density of S-CO2. Also, the cycle is favorable for the selection
of structural materials of the components.

Several researchers proposed the use of the organic Rankine
cycle as a low temperature was heat recovery system from S-CO2
Brayton cycle (Teng and Xuan, 2019; Zhou et al., 2018; Noaman
et al., 2019; Novales et al., 2019; Qiao et al., 2020; Ochoa et al.,
2022; Valencia Ochoa et al., 2020), also the thermo-economic
and performance optimization had been considered considering
some performance indicators (Ochoa et al., 2022; Valencia Ochoa
et al., 2020). In this sense, Abrosimov et al. (2019) employed a
combination between the supercritical Brayton cycle and an ORC
cycle through computational models. The thermo-economic opti-
mizations allowed to compare the different solutions to show that
the combined scheme has a 10% increase in the overall system
efficiency and a 6% decrease over the Levelized Cost of Energy
(LCOE). Cao et al. (2022) performed a thermodynamic analysis
and optimization of a supercritical CO2 recompression Brayton
cycle coupled to ORC driven by solar and geothermal energy. The
optimization showed that the optimal thermal efficiency of the
cycle reached 35.07%. Similar work was carried out by Khademi
et al. (2022) who performed a multi-objective thermo-economic
optimization of a solar-assisted supercritical CO2 Brayton cycle
integrated to an ORC cycle using solar energy as the thermal
source. The results of the optimization showed that the maximum
exergy efficiency of the combined system was 61.7% and the
minimum cost of electricity production was 0.2617 $/kWh. Habibi
et al. (2020) carried out an optimization of a regenerative super-
critical Brayton cycle integrated with a simple organic Rankine
cycle (SORC) driven by a concentrating solar power (CSP) tower.
The results showed that implementing the ORC cycle increased
the net power’s system power (2.75%) and the exergy efficiency
(2.16%) using helium as the working fluid. Song et al. (2018)
adapted a supercritical Brayton cycle with a recuperator coupled
to an ORC for heat recovery. The results showed that integrating
the ORC cycle into the Brayton cycle generated a percentage

increase of 1.3% as compared to the Brayton cycle without ORC.

4438
Studies oriented towards the exergo-economics optimization of
combined supercritical Brayton cycle and organic Rankine cycle
using zeotropic mixture fluid were carried out by Hou et al.
(2018). In this work the researchers proposed different Brayton
configurations and zeotropic mixture. Among the main results,
the optimal zeotropic mixture was R236fa/R227ea (046/0.54).
In addition, the optimum values of exergy efficiency and total
product unit cost are found to be 73.65% and 10.93 $/GJ, re-
spectively. Finally, Liang et al. (2020) performed a simultaneous
optimization of combined supercritical Brayton cycle and organic
Rankine cycle integrated with concentrated solar power system.
The authors concluded that the integration of the ORC cycle
increased the thermal efficiency by 3.6–4.4% compared with the
literature results.

Studies have been focusing in thermo-economic multi-objective
optimizations of standard and regenerative ORC, founding the
behavior of economics variables in different heat source types.
However, the study have not found the optimal operational
conditions where the systems presents both the highest output
power and exergetic efficiency as the lower specific investment
cost (Braimakis and Karellas, 2017). On the other hand, there
is an investigation that the objective of the optimization was
to obtain the highest exergy efficiency looking for a minimum
pressure ratio, and pinch point temperature, but it was limited
only to a ORC system, and the result was compared to the best
performance of ORC systems with recuperator with the lowest
SIC getting the highest exergy efficiency (de Campos et al., 2020).

The main contribution of this paper is to present the en-
ergy, exergy and thermo-economic parametric study and multi-
objective optimization of two S-CO2-ORC Brayton configurations,
based on thermal and economic performance indicators such as
the net output power, the payback period, the levelized cost of
energy, and the specific investment cost. Although previous stud-
ies have proposed improvements in the performance of waste
heat recovery systems through the organic fluid selection, the
exergo-economic analysis and the improvement of equipment
characteristics; there are few investigations developed in relation
to the combination of ORC as bottoming cycle from S-CO2 Bray-
ton cycles evaluated through a systematic approach, particularly
considering thermal and thermo-economic criteria, involving a
multi-criteria optimization. Therefore, these results can be con-
sidered as a fundamental basic in the continue search of technical
and economic feasible solution.

2. Methodology

2.1. System operation

Fig. 1a shows the configuration of combined supercritical CO2
simple Brayton cycle with simple organic Rankine cycle (SORC,
Fig. 1a), and regenerative organic Rankine cycle (RORC, Fig. 1b).
This study two ORCs were proposed to evaluate the performance
of the system, and analyze the heat recovery of the combined
cycle. It is done to optimize the overall thermal efficiency of the
arrangement to have better use of energy. The configurations
proposed in Fig. 1 consist of three coupled circuits. The first circuit
consists of the supercritical CO2 simple Brayton cycle. The second
circuit was called the thermal oil circuit (secondary circuit). This
circuit is designed to absorb the waste heat from the CO2 using
high heat transfer oil (Therminol 66). In addition, this circuit
akes it possible to counteract pressure drops that may occur

n the Brayton and thus ensure the integrity of the ORC cycle
quipment. A third circuit, consisting of waste heat recovery
echnologies, using organic Rankine cycle.

The supercritical CO2 Brayton cycle layout uses an axial com-
ressor (C1) that compresses the gas (or CO ) and sends it to
2
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Fig. 1. Physical structure for the cycles: (a) S-CO2 – SORC Brayton cycle, and (b) S-CO2– RORC Brayton cycle.
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he primary turbine (T1), and secondary turbine (T2). The CO2 is
eated in the heater (HR), and then enters the turbine (T1) where
t expands to generate power output. Next, the CO2 is reheated in
he reheater (R-HR) that increases the temperature to then enter
he turbine (T2). Subsequently, the hot stream from the turbine
state 4) passes through the high temperature recuperator (HTR),
o recover part of the heat and preheat the air coming from the
ompressor (state 7). Then, the CO2 enters to the plate and shell
eat exchanger (HE1) that is coupled with the organic Rankine
ycle to be cooled. The secondary thermal coupling circuit uses a
igh-heat transfer oil (Therminol 66). The thermal oil absorbs the
eat from the carbon dioxide in the shell and tube heat exchanger
HE1), avoiding direct contact between the heat source and the
RC working fluid. This ensures better thermal stability of the
rganic fluid. Subsequently, the thermal oil is pumped through
he pump (P1) towards the ORC plate evaporator (HE2).

The plate evaporator (HE2) increase the temperature of the
orking fluid in three stages (heating, evaporation, overheat-

ng). The goal of this process is to transfer the remaining heat
o the organic fluid of the ORC. After receiving the heat, the
rganic fluid moves to the turbine (T3) used in the ORC to expand
nd decrease high temperature and pressure. During the process
he fluid generates power and reaches the required properties to
nter the condenser (HE3). Here, the fluid exchanges heat with an
xternal source of water (state 1A) to reduce its temperature. In
 u
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the case of the RORC configuration (Fig. 1b) the fluid that leaves
the turbine (T3) enters to a heat recovery (RC). Then, the organic
fluid goes to the heat exchanger (HE3) and leaves it as saturated
liquid (state 4 ORC), and it is pumped by the secondary pump
(P2) of the configurations. The objective of the combined cycle is
to increase the thermal performance of the S-CO2 Brayton cycle
by mean of the use of the organic Rankine cycle configurations
as bottoming cycles. The heat transferred between the cycles
produces steam that is sent to the turbines generating higher net
power in the system. Such configurations are essential because
their components have high availability in the market. They also
have economic advantages in energy use, causing an increase
in energy efficiency by recovering the heat generated in the
processes.

Fig. 2 shows the entropy diagrams of the S-CO2- SORC Brayton
cycle (Fig. 2a) and S-CO2 - RORC Brayton cycle (Fig. 2b). It lets to
analyze the temperature of the process development and identify
the availability of useful energy. For the development of the S-
CO2-SORC Brayton cycle, the working fluid enters the primary
urbine and secondary turbine with high-temperature and en-
ropy (state 1 and state 3). It lets the best use of the turbine under
hese conditions and causes the cycle to have a significant loss of
nergy. The fluid is sent to the HTR, where the fluid exchanges
eat with the fluid of the ORC system.
Then, the fluid is distributed throughout the system config-

ration for the two case studies. Its residual percentage in the
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Fig. 2. T–S diagram for the layouts: (a) S-CO2- SORC Brayton cycle, and (b) S-CO2 – RORC Brayton cycle.
S-CO2 Brayton cycle is recirculated through a heat exchanger that
supplies heat to the system and a compressor. It transfers enough
energy to be used in the turbines. It can be seen a decrease in
temperature and fluid entropy between the states 1AT and 2AT, in
the simple organic Rankine cycle. It happens because the working
fluid transfers energy in the HE2 to the organic fluid that activates
the ORC turbine. Because of the decrease in temperature and
entropy in the HE3, the fluid gets condensed. Then, it is propelled
by the P2 secondary pump to be recirculated in the two systems.

Fig. 2b shows the T–S diagram for the S-CO2–RORC Brayton
cycle. For this configuration, the working fluid of the ORC cycle
experiences two more states than in the simple configuration. It
happens because the heat recovery incorporated into the system
exchanges the residual heat of turbine-3 with the fluid that
is recirculated from the secondary pump (P2). It increases the
temperature of the organic working fluid, which is sent to the
Brayton cycle.

2.2. Organic working fluid selection

In this section, it was selected fluids with thermo-physical
properties compatible with the cycles, as well as with low en-
vironmental impact. Table 1 shows the criteria used to select
the working fluids. It was done to evaluate its properties and
analyze its performance in the configurations studied (Rahbar
et al., 2017). It is pertinent to emphasize that it is not within the
4440
scope of this work to make a detailed selection or to present a
selection methodology.

The Table 2 shows the thermo-physical and environmental
properties of some commonly used ORC fluids. The dry and
isentropic organic fluids widely used in the organic Rankine cy-
cles, were selected with the criteria considered in Table 1 (Shi
et al., 2018; Kölsch and Radulovic, 2015; Grelet et al., 2016).
Among them are some alkanes, siloxanes, and refrigerants. Chlo-
rofluorocarbons (CFCs) and hydrochlorofluorocarbons were not
included as candidates because of their environmental effects
according to the Montreal Protocol (Secretariat, 2000) as well
as hydrofluorocarbons (HFCs) because of their high GWP values
according to the Kyoto Protocol (Anon, 1998). In this work, high
priority was given to environmentally friendly fluids with high
thermal stability. In this sense, and based on previous studies in
ORC (Grelet et al., 2016; de Oliveira Neto et al., 2016), toluene,
acetone and cyclohexane were selected as the working fluids.

2.3. Thermodynamic model

The following considerations detailed below were considered
for the development of the thermodynamic model studied in
the described configurations of the two Brayton cycle systems,
without heat recovery and with heat recovery. The numerical
model development was developed in Matlab R2015. The thermo-
physical and transport properties of the fluids were obtained from
REFPROP 9.1 linked with Matlab.
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Table 1
Organic working fluids selection criteria.
No Criteria Operational parameter Observation Reference

1 Critical temperature > 250 ◦C To allow condensation of the
working fluid

Invernizzi et al.
(2007)

2 Slope of the saturated
steam curve

ε > 0.5 (dry)
ε < −0.5 (wet)
−0.5 ≤ ε ≤ 0.5
(isentropic)

Maizza and Maizza
(1996), Michos
et al. (2017)

3 Global Warming Potential
(GWP)

<2000 The design criterion prefers
fluids with GWP equal to or
less than 2000

Desai and
Bandyopadhyay
(2009), Ambiente
and Territorial
(2008)

4 Ozone Depletion Potential
(ODP)

0 It should be equal to zero Desai and
Bandyopadhyay
(2009)

5 Safety classification (NFPA
704 standard)

Class 4 not allowed According to the standard
NFPA 704 the fluid must not
be in safety class 4, because it
would present a maximum
level of flammability

Anon (2017)
Table 2
Properties of dry and isentropic organic fluids.
Fluid Molecular mass

(kg/kmol)
Tcrit (◦C) Pcrit (kPa) GWP (Low/<2000) Type of fluid (ξ ) ODP NFPA 704

Flammability Health risk

Cyclohexane 84,2 280 4082 Low Dry (1.78) 0 3 1
D4 296,6 313 1332 - Dry (2.38) 0 – –
D5 370,8 346 1160 - Dry (2.54) 0 2 1
D6 444,9 373 961 - Dry (2.90) 0 – –
Heptane 100,2 267 2736 LLow Dry (2.61) 0 3 1
Hexane 86,2 235 3034 Low Dry (2.25) 0 3 2
Isohexane 86,2 225 3040 Low Dry (2.33) 0 3 1
MD2M 310,7 326 1227 - Dry (2.80) 0 2 1
MD3M 384,8 355 945 - Dry (3.04) 0 2 1
MD4M 459,0 380 877 - Dry (2.82) 0 0 0
MDM 236,5 291 1415 - Dry (2.89) 0 3 0
Toluene 92,1 319 4126 2.7 Isentropic (1.22)
Acetone 58.08 235 3780 0.5 Isentropic (0.31) 0 0 3 3 2 2
i-butane 58,18 135 3640 20 (0.48) 0 4 1
R-245fa 134,05 154 3640 1030 Isentropic (0.34) 0 0 2
i

W

• All components are open systems.
• Changes in kinetic and potential energies are negligible (Kim

et al., 2012).
• Ambient temperature of 25 ◦C.
• Ambient pressure of 101.3 kPa.
• Turbines were considered isentropic and adiabatic.
• The pressure drops in the heat exchangers are assessed

considering the geometry and the flow rate.
• The pressure drop was not included in the pipe system.
• Pressure drops due to friction were negligible (Kim et al.,

2012).
• The effectiveness of HTR is considered (Sarkar, 2009).

he efficiency of the system was calculated using the first law of
hermodynamics, is define by Eq. (1).

I =
Ẇnet,Brayton + Ẇnet,ORC

Q̇HR + Q̇R−HR
(1)

where Ẇnet,Brayton is the net power generated by the Brayton
system, Ẇnet,ORC is the power generated by the ORC cycle, Q̇HR
and Q̇R−HR are the heats supplied by the heater and the reheater,
respectively.

The net power of the Brayton cycle can be calculated
by Eq. (2).

Ẇ = Ẇ + Ẇ − Ẇ (2)
net,Brayton T1 T2 C1

4441
where ẆT1 and ẆT2 are the power generated by the turbines (T1)
and (T2), and ẆC1 is the power of the compressor (C1).

On the other hand, the calculation of the net power generated
n the ORC cycle was determined by Eq. (3).

˙ net,ORC = ẆT3 − ẆP1 − ẆP2 (3)

where ẆT3 is the power of the turbine (T3), ẆP1 is the power of
the pump (P1) and ẆP2 is the power of the pump (P2).

The thermal efficiency of the S-CO2 Brayton cycle is given
by Eq. (4).

ηI,Brayton =
Ẇnet,Brayton

Q̇HR + Q̇R−HR
(4)

where Ẇnet,Brayton is the net power of the S-CO2 Brayton cycle.
Q̇HR and Q̇R−HR are the heats supplied by the thermal source.
The thermal source is conformed by a heater (HR), and reheater
(R-HR).

The thermal efficiency of the ORC system is determined by
Eq. (5).

ηI,ORC =
Ẇnet,ORC

Q̇HE1
(5)

where Ẇnet,ORC is the net power of the ORC system and Q̇HE1 is
the energy transferred in the heat exchanger (HE1).



G.V. Ochoa, D.V. Castilla and D.M. Casseres Energy Reports 9 (2023) 4437–4455

c

η

c

∆

w
d
a

T
f
i

∆

L

A

d

∆

w

r

∆

w
a
e
b

R

R

Finally, the overall efficiency of the S-CO2–ORC Brayton system
an be calculated by Eq. (6).

I,overall =
Ẇnet,Brayton + Ẇnet,ORC

Q̇HR + Q̇R−HR

=
Ẇnet,Brayton + Ẇnet,ORC

ṁCO2 · [(h1 − h8) + (h3 − h2)]
(6)

The absolute increase of the efficiency of the S-CO2-ORC Brayton
system (∆ηth) considering the efficiency of the S-CO2 Brayton
ycle, can be calculated by Eq. (7).

ηth =
Ẇnet,ORC

Q̇HR + Q̇R−HR
(7)

The exergetic efficiency of the entire configuration is determined
by Eq. (8).

ηII =
Ẇnet,Brayton + Ẇnet,ORC

Ėin
(8)

where Ėin is the exergy given to the thermal source, which is
determined by Eq. (9).

Ėin = (Q̇HR + Q̇R−HR) ·

(
1 −

T0
TIT

)
(9)

where T0 is the ambient temperature, and TIT is the turbine inlet
temperature. The inlet temperature of the turbines, main turbine
(T1) and secondary turbine (T2), are equal. To achieve this, the
thermal source (HR plus R-HR) must supply the heat necessary
to increase the CO2 temperature, according to Eq. (10).

Q̇tm = ṁCO2 · [(h1 − h8) + (h3 − h2)] (10)

When the system operates without reheat, stream two is fed
directly to the HTR, and the secondary turbine (T2) does not
operate; the heat of thermal source is expressed by Eq. (11).

Q̇tm = ṁCO2 · (h1 − h8) (11)

The general entropy balance was used to quantify the entropy
generated in the system (ṡgen.i), as it is shown in Eq. (12).

ṡgen.i =

∑
ṁout + sout −

∑
ṁin · sin −

∑ Q̇
T

(12)

The rate of exergy destruction for each component can also be de-
termined using the exergy balance expressed by mean of Eq. (13).

ĖDdes = ĖDQi − ĖDWi +

∑
ṁin · ein −

∑
ṁout · eout (13)

where ĖDQi is the rate of exergy destroyed by heat transfer and
ĖDWi is the rate of exergy destroyed by power.

The exergy destroyed by the heat transfer is given by Eq. (14).

ĖDxQi = Qi ·

(
1 −

T0
Ts

)
(14)

here the heat transfer of the component Qi is evaluated and the
ifference between the room temperature T0 and the temperature
t which heat is rejected from the system Ts.
The exergy of the working fluid found in the system is deter-

mined by Eq. (15).

ei = hi + h0 + T0 · s0 − T0 · si (15)

The specific fuel consumption of the S-CO2-SORC Brayton system
(BSFCBrayton−ORC ) is calculated by Eq. (16).

BSFCBrayton−ORC =
ṁfuel (16)
Ẇnet,ORC + Ẇnet,Brayton
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The specific fuel consumption of the S-CO2 Brayton cycle
(BSFCBrayton) is determined by Eq. (17).

BSFCBrayton =
ṁfuel

Ẇnet,Brayton
(17)

he latter shows a decrease when compared with the specific
uel consumption of the combined system Brayton S-CO2-SORC
s defined by Eq. (18).

BSFC =

⏐⏐BSFCBrayton−ORC − BSFCBrayton
⏐⏐

BSFCBrayton
· 100 (18)

It became necessary to calculate the thermal efficiency and the
overall exergetic efficiency to determine and evaluate the perfor-
mance of each of the components in the combined cycle. It was
done to perform the thermodynamic analysis of the Brayton-ORC
configuration.

2.4. Heat exchanger modeling: evaporator, condenser, heat recovery,
and HTR

The heat transfer region (Aht ) for the system heat exchangers:
plate and shell heat exchanger (HE1), evaporator (HE2), heat re-
covery (RC), and condenser (HE3), was obtained from the energy
balance. It considers the heat transfer rate between the hot and
cold streams (Girgin and Ezgi, 2017). For the evaporator (HE2)
and condenser (HE3) the total heat transfer area is calculated
as the sum of all transfer areas in each zone. The evaporator
(HE2) is divided into three zones: preheating, evaporation, and
overheating; the condenser is divided into two zone: cooling
zone, and condensing zone. The working fluids exists in a single
phase in the heat recovery (RC). The thermal oil and the cooling
water are considered as a single phase. This method was based
on the calculation the Number of Transfer Units (ε−NTU) and the
og-Mean Temperature Difference (LMDT), according to Eq. (19).

ht =
1
Uo

·
Q̇
∆T

(19)

where Q̇ is the rate of heat transfer expressed in kW, Uo is the
overall heat transfer coefficient expressed in kW/m2 K and ∆T is
etermined by Eq. (20).

T = α · ∆Tml (20)

here ∆Tml is the logarithmic mean temperature difference be-
tween the cold and hot fluid, and α is the correction factor. For
the evaporator (HE2), condenser (HE3), and heat recovery (RC),
α is equal to one. For the plate and shell heat exchanger (HE1),
the ∆Tml and α are determined by mean of Eqs. (21) and (22),
espectively.

Tml =
∆T1 − ∆T2

ln
(

∆T1
∆T2

) (21)

α =

√
P2+1
P−1 · [ln (1 − R) − ln(1 − P · R)]

ln
2−R·

(
P+1−

√
P2+1

)
2−R·

(
P+1+

√
P2+1

)
(22)

here ∆T1 and ∆T2 are the temperature difference of the fluid
t the inlet and the outlet, respectively. P corresponds to the
ffectiveness coefficient, and R es the heat power ratio calculated
y Eqs. (23) and (24).

=
T1AT − T3AT
T5 − T6

(23)

=
T5 − T6

T1AT − T3AT
(24)
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Table 3
Model to determine the base cost of equipment.
Component Base case (C0

B )

HE1, HE2, HE3, RC, HTR, RH, log C0
B = K1 + K2 · log Aht + K3 · (log Aht )

2 (34)
T1, T2, T3 C1, P1, P2 log C0

B = K1 + K2 · log Ẇ + K3 ·
(
log Ẇ

)2
(35)
c
W

h

For the shell and tube heat exchanger (HE1), the overall heat
ransfer coefficient (Uo) is determined by mean of Eq. (25), con-
idering the external diameter (Dext ) and the internal diameter of
he tube (Dint ) (Kücük et al., 2019).

o =
1

Dext
Dint ·ht

+
Dext
2kt

· ln Dext
Dint

+
1
hs

(25)

here hs is the convection heat transfer coefficient of the shell
xpressed in kW/m2 K, ht is the convection heat transfer coeffi-

cient of the tube side expressed with the same units and kt is the
thermal conductivity expressed in kW/m K.

While that, for the evaporator (HE2), condenser (HE3), and
the heat recovery (RC), the heat transfer coefficient is calculated
considering the thermal resistance between the hot and cold fluid
given by Eq. (26).
1
Uo

=
1
hc

+ Ψw +
1
hh

(26)

where hc and hh are the heat transfer coefficients on the hot and
cold sides, respectively, and Ψw is the resistance of the material
of the wall.

For the single phase zone the heat transfer coefficient in the
evaporator, condenser and heat recovery (RC) is calculated by
Eq. (27) (Ayub, 2003).

Nu =
h · Dh

k
= 0.78 · R0.5

e · P1/3
r , 10 < Re < 20, 000 (27)

here k is the thermal conductivity, h is the heat transfer coeffi-
ient, Dh is the hydraulic diameter, Pr is the Prandtl number, and
e is the Reynolds number.
In the two-phase zone, the heat transfer coefficient in the

vaporator is obtained by Eq. (28) (Huang et al., 2012).

u =
h · Dh

k
= 0.00187 ·

(
q · d0
kf

)0.56

·

(
d0 · hfg

α2
i

)0.31

· P0.35
r (28)

here hfg is the latent heat of evaporation (J kg−1) q is the
heat flux (Wm−1), d0 in the bubble departure diameter (m), kf
is the liquid-phase thermal conductivity, and αi is the thermal
diffusivity (m2 S−1).

In the two-phase zone of the condenser, the two-phase heat
transfer coefficient is calculated by means of Eqs. (29) and (30),
respectively.

Nu =
h · Dh

k
= 4.118 ·

(
Reeq

)0.4
· P0.33

r,l (29)

eeq = G ·

[
1 − xm + xm

(
ρl

ρv

)0.5
]

·
D
µl

(30)

here Reeq is the Reynolds number for equivalent mass flow rate
G), Pr,l is the Prandtl number of the phase liquid, xm is the vapor
uality, ρl and ρv are the densities in the liquid and vapor phase,
espectively, and µl is the dynamic viscosity of the phase liquid.

Finally, the heat transfer area is calculated as the sum of the
reas required for each phase for the evaporator and condenser.
n the other hand, considering the printed circuit heat exchanger
HTR), the overall heat transfer coefficient (Uo) is determined by
q. (31) (Nikitin et al., 2006).

o =
1

1 Ah·∆tw Ah
(31)
hh
+ Aw ·kt

+ Ac ·hc
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where hh and hc correspond to the local heat transfer convective
oefficients, calculated by Eqs. (32) and (33) (Nikitin et al., 2006).
hile Ac and Ah corresponds to the cold and hot side area.

h = 2.52 · Re0.68, (2800 ≤ Re ≤ 5800) (32)

hc = 5.49 · Re0.63, (6200 ≤ Re ≤ 12100) (33)

2.5. Thermo-economic model

The estimation of investment costs is carried out through
the Module Costing Technique (MCT) (Turton et al., 2018). This
technique is accepted as the best technique for determining the
preliminary costs of a plant in the absence of information on
exact component costs (Sánchez Villafana and Vargas Machuca
Bueno, 2019; Mata-Torres et al., 2019). The method estimates the
value of the component considering the direct costs (acquisition,
installation materials, workforce) and associated indirect costs
(freight, insurance, and taxes, extra charges for construction).

The estimated cost considers the capacity indicator of each
of the components of the combination between the ORC cycle
and the S-CO2 Brayton cycle. This indicator corresponds to the
heat transfer area corresponding to any of the following equip-
ment, heat exchanger, evaporator, condenser, heat recovery, and
reheater. For the turbines, compressors, and pumps, the capacity
indicator corresponds to the power of the equipment, which is
calculated with the energy balance. The organic working fluids of
this research have a small cost compared to the cost of the other
equipment that composes the system. For this reason, they are
not considered for economic analysis (Song et al., 2020).

The base costs (C0
B ) of each unit are determined by the ex-

pressions in Table 3, considering the standard pressure conditions
and the manufacturing materials. Eq. (34) is used to calculate the
base cost of the heat exchangers and the reheater, where the area
(Aht ) is expressed in m2. Eq. (35) determines the base cost of the
turbines, compressors, and pumps. The coefficients K1, K2, and K3
depending on the type of equipment and its capacity. Their values
are shown in Table 5.

Once the base cost of each component is determined, the
Unit Module Cost is calculated (CMOD) using Table 4. For the
turbines, the CMOD is obtained with the factor FMOD. Fort he other
equipment, the CMOD is calculated using coefficients B1 and B2,
which depend on the type of equipment, and the factors FM
(material factor) and FP (pressure factor). FP is obtained on the
basis of the operating pressure of the equipment expressed in bar ,
using (37).

The coefficients B1, B2, B3, C1, C2, C3, FM and FMOD used in
Eqs. (36), (37) and (38) are shown in Table 5. These are classified
for each of the equipment used in the different configurations
depending on their geometry and operation.

Once the cost of each equipment is known, the cost of the
S-CO2-ORC Brayton is determined with Eq. (39).

CORC,Brayton,2001 =

∑
CMOD,i (39)

where i corresponds to each of the system components (heat
exchanger, turbine, pump, etc.). It is used Eq. (40) to update the
cost of the system from a prior date to a future date.

CORC,Brayton,2018 =
CEPCI2018
CEPCI2001

CORC,Brayton,2001 (40)

where CEPCI = 397 and CEPCI = 648.17 (Li et al., 2019).
2001 2018



G.V. Ochoa, D.V. Castilla and D.M. Casseres Energy Reports 9 (2023) 4437–4455

V
c

t
L
o
c

L

I
(
o

w
a

2

o
u
t
i
P

g
o
A
f

Table 4
Model for calculating the cost of the equipment module.
Component Equipment module cost (CMOD)

HE1, HE2, HE3, HTR RH, C, P1, P2
CMOD = C0

B · (B1 + B2 · FM · FP )

log10 FP = c1 + c2 · log10 P + c3 · (log10 P)
2 (36)

(37)
T1, T2, T3 CMOD = C0

B · FMOD (38)
Table 5
Coefficients for economic analysis model (Turton et al., 2018).
Component K1 K2 K3 C1 C2 C3 B1 B2 FM FMOD

HE1, HE2, HE3, RH, HTR 4.325 −0.303 0.163 0.039 −1.113 0.082 1.63 1.66 2.7 –
C1 2.290 1.360 −0.103 – 3.8
T1, T2, T3 2.705 1.440 −0.178 – – – – – – 3.5
P1, P2 3.389 0.053 0.153 −0.394 0.396 −0.002 1.89 1.35 1.6 –
W
t
e
s
o
o
e

∀

T
o
a
W
i

i
p
a

e
s
w
o
s
p
T

N
O
e
p
i

w

The annual investment cost (CIA) can be determined by Eq. (41).

CIA =
n (1 + n)t

(1 + n)t − 1
CORC,Brayton,2018 (41)

alues of interest rate n in the range from 1% to 13% were
onsidered with a lifetime (t) of 20 years.
Some indicators such as LCOE, SIC, and PBP were considered

o evaluate the thermo-economic performance of the system, The
eveled Cost of Energy (LCOE) was calculated using Eq. (42), based
n the annual investment cost (CIA), operating and maintenance
osts (O&Mn), the accumulated value of the energy generated by
this investment Ẇg and the annual operating hours (HA).

COE =
CIA + O&MA

Ẇg · HA
(42)

t was assumed that the annual operating and maintenance costs
O&MA) are 3% of the annual investment cost (CIA). The number
f hours of annual operation (HA) was taken as 7446 h (Shengjun

et al., 2011).
Moreover, the SIC represents the profitability of the system

based on the total cost of the S-CO2 – ORC Brayton system (Ctotal)
and the net power (Wnet ), see Eq. (43).

SICORC =
Ctotal

Wnet
(43)

Finally, the PBP is evaluated using Eq. (44). This indicator rep-
resents the profitability of the system, considering the time re-
quired for the return on initial investment or the acquisition of
economic resources in the thermal generation project.

PBP =

− ln
(
1 − i · Ctotal

Sannual

)
ln(1 + i)

(44)

here Sannual is the annual profitability cash flow in the lifetime,
nd i is the discount rate.

.6. Multi-objective optimization and decision making

Four different methods are commonly used for multi-objective
ptimization. The first method is without preferences, the second
sed is an apriori method, the third is a combined method and
he last is a posteriori method. This last method is the one
mplemented when applying a multi-object optimization with the
areto optimal solution.
This method allows to select an optimal solution after having

enerated multiple solutions. The advantage of Pareto’s boundary
ptimization is that it allows to obtain a cooperative solution.
set of Pareto solutions is considered optimal if, by moving

rom one solution to another, the improvement in the result of
 t
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Table 6
Lower and upper boundary of the decision variables.
Decision Variables Lower bound Upper bound Unit

Turbine inlet temperature, TIT 600 850 ◦C
High-pressure, PHigh 20 28 MPa
Evaporator pinch point, PPT 15 35 ◦C
Pressure ratio, Pr 10 35 %

an objective function means a decrease in the result in another
function. When the objective is to minimize the results of the
objectives, Eq. (45) is applied.

X∗
∈ X : ∀e ∈ X . where Fi(e)

≥ Fi(X∗)∀i, VFi(e) > Fi(X∗) for at least one i (45)

here F is the vector of the objective functions of the optimiza-
ion, i is the index of the functions, X is the feasible function,
is the vector of the decision variable and X∗ is the optimal

olution. On the other hand, to find a set of solutions for Pareto
ptimization with the ability to improve at least one of the
bjectives without deteriorating any other objective, the Equation
s applied (46).

i ∈ {1, . . . ,N}, fi(a⃗) ≤ fi(x⃗), and ∃{j . . . ,N} : fj(x⃗) < fj(x⃗) (46)

he method used by the optimization is based on the comparison
f decision vectors. In the case where vector x⃗ dominates vector

⃗ it shows that vector f (x⃗) is better than vector f (a⃗) for all cases.
hen a solution cannot be dominated by any other solution, it

ndicates that this is the ideal solution for the method.
Four decision variables were considered in this work: turbine

nlet temperature (TIT), high-pressure (PHigh), evaporator pinch
oint temperature (PPT) and pressure ratio (Pr ). For each variable
search range (vector) was defined, which are shown in Table 6.
Three objective functions were selected: net power, exergy

fficiency, and specific investment cost (SIC). Subsequently, two
cenarios were created considering bi-objective optimization cases
hich were: net power-SIC; and exergetic efficiency-SIC. The
bjective of these study scenarios was to search values within the
earch space of the decision variables (Table 6) that maximize net
ower and exergy efficiency at the lowest economic cost (SIC).
his search procedure was applied for each configuration.
In this study, the optimization problem was approached using

on-Dominated Sorting Genetic Algorithm (NGSA)-II in Matlab
ptimization Toolbox. This technique is based on the theory of
volution which consists of six steps: population, selection, re-
roduction, mutation, crossover, and migration. The values used
n each step are shown in Table 7.

An example of a bi-optimization problem is shown in Fig. 3
here it is observed the set of dominant and non-dominant solu-
ions, together with the so-called ideal solution and the non-ideal
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Fig. 3. Bi-objective optimization problem and decision-making approaches.
Table 7
Input parameters of optimization of NSGA II (Valencia et al., 2021).
Description Value

Crossover fraction 0.80
Generation size 400
Selection process Tournament
Migration fraction 0.2
Population size 50

solution. After obtaining the points within the search space (See
Fig. 3) the solution must be determined. In this work the TOPSIS
tool (Technique of Order Preference by Similarity to and Ideal
Solution) was applied. Fig. 3 shows a typical case of minimization
of two-objective functions. The red line indicates the Pareto opti-
mal points; while the black dots indicate the Pareto non-optimal
solution. Both optimal and non-optimal points are distributed
within the solution space. The non-ideal solution (Pno−ideal

j ) is the
highest point within the search space; and the ideal solution P ideal

j
is the lowest point within the search space. Therefore, a solution
must be found as close to the ideal and as far away from the
non-ideal as possible (Jing et al., 2018).

To identify the solution, the Euclidean distance of each point
was calculated according to Eqs. (47) and (48).

Li+ =

√ n∑
j=1

(Pij − P ideal
j )2 (47)

Li− =

√ n∑
j=1

(Pij − Pnon−ideal
j )2 (48)

where i is the index of each solution of the Pareto frontier, and j is
the index of the objective functions considered. The final selection
is given by Eq. (49).

Si =
Li−

Li− + Li+
(49)

.7. Validation of modeling approach

Due to the fact that the literature results usually use super-
ritical recompression Brayton cycle, in this work it was decided
o validate the models independently. In this way it was verified
4445
Table 8
Input data for the validation of the RORC layout.
ηpum ηtur TGeo [◦C] ṁ [kg/s] TCond[◦C] TPinch [◦C] PEvap[Bar] Fluid

0.95 0.89 165 84.36 15 10 0,31 Isobutane

that both models are within the range as reported in the liter-
ature. For the validation of the RORC configuration, the results
presented by El-Emam and Dincer (2013) and Zare (2015) were
used. These works evaluated the performance of a regenerative
organic Rankine cycle using geothermal source. The values used
are presented in Table 8.

The results of the model comparison are shown in Table 9.
The results show a good correlation in terms of thermal efficiency
with errors between 0.7–0.62% in contrast to the results obtained
by R. S. El-Emam et al. and V. Zare. A similar case was found
for the exergetic efficiency with percentage errors between 0.18–
0.35%. This shows that the model does not present significant
differences and can be used correctly.

The energy model of the supercritical simple Brayton cycle
was validated with the model proposed by Padilla et al. (2015).
Table 10 shows the input data for validation.

The results shown in Fig. 4 show good correlation with the
model proposed by Padilla et al. (2015). According to previous
studies, the incorporation of Rankine cycles integrated to Bray-
ton cycle configurations offers a significant increase in energy
and exegetic efficiency, depending on the type of the Brayton
configuration used: simple, recompression, intercooling. In that
sense, Besarati and Yogi Goswami (2013) reported an increase in
the overall thermal efficiency between 3%–7% of a recompression
Brayton cycle coupled to an ORC cycle. Similar result was found
by Akbari and Mahmoudi (2014) who evaluated the performance
of a recompression Brayton cycle integrated to a simple organic
Rankine cycle (SORC) . The results revealed that the integration of
the organic Rankine cycle increases the overall exergy efficiency
of the system by 11.7%. Based on the above, it is evident that the
incorporation of Rankine cycle increases the energy and exergy
efficiency of the Brayton cycle. This shows that the results shown
in this work are correctly aligned with what is reported in the
literature.
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Table 9
Comparison results of the RORC model.
Parameters Proposed Model El-Emam et al. (El-Emam and Dincer, 2013) V. Zare (Zare, 2015) Error [%]

ηI (%) 16.25 16.37 16.15 0.7–0.62
ηII (%) 48.71 48.80 48.54 0.10–0.35
Fig. 4. Validation of the proposed model with Padilla et al.: (a) S-CO2 Brayton cycle with reheat; (b) S-CO2 Brayton cycle without reheat.
.

w
a

Table 10
Input parameters used in the validation of the supercritical simple Brayton cycle
Parameters Value

Compressor efficiency 89%
Turbine efficiency 93%
Turbine inlet temperature 550–800 ◦C
Turbine inlet pressure 25 MPa
Heat exchanger effectiveness 95%
Pressure drop in heat exchangers 0.0 kPa

3. Results and discussion

For the development of this study, the performance of the
rayton S-CO2-SORC and Brayton S-CO2-RORC configurations were

analyzed considering the base conditions observed in Table 11.
The behavior of the energy, exergetic and economic indicators

was studied for the S-CO2-SORC Brayton cycle and the S-CO2-
RORC Brayton cycle systems with each of the working fluids
(toluene, acetone, and cyclohexane) are shown in Table 12.

Table 12 shows that the system S-CO2-RORC has a better
erformance than the S-CO2-SORC system. Therefore, the addi-
ion of the heat recovery (RC) to the system causes an energy
fficiency increase of about 13.91%, when the working fluid is
yclohexane, and 8.60% when the working fluid is toluene. These
 a
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results agreed with some research conducted by Zhang et al.
(2020). The two fluids provide high system efficiency due to
their low enthalpy in the condenser along with the high oper-
ating temperatures. It increases the system efficiency of about
25.32% and 23.01% when using cyclohexane and toluene, re-
spectively. Also, a higher system efficiency implies a reduction
in fuel consumption of approximately 11.03% (cyclohexane) and
6.88% (toluene). It verifies that the selection is appropriate for the
operating conditions used.

The energy performance indicators were calculated for each of
the components of the S-CO2-SORC and S-CO2-RORC systems and
for each of the selected working fluids considering the thermody-
namic properties.

Table 13 shows that the components with the highest heat
transfer rate for the two systems are HTR and R-HR, whose values
correspond to 427.05 kW and 219.79 kW, respectively. Also, it
can be observed that HE1 is the component with the highest
exergy destruction rate for both, the S-CO2-SORC system and the
S-CO2-RORC system. Therefore, this component has the highest
contribution to the total exergy destroyed, as seen in Fig. 5. Its
highest values are 23.14% (S-CO2-SORC) and 21.01% (S-CO2-RORC)
hen the fluid is toluene. It indicates that this component has
heat transfer area of 88.70 m2 representing the highest value

long with the R-HR.
Table 11
System parameters used in the Brayton S-CO2-SORC and Brayton S-CO2-RORC.
Configuration Parameter Value Unit Reference

SORC/RORC

Isentropic efficiency turbine 80 % Valencia et al. (2019)
Isentropic efficiency pumps 75 % Valencia et al. (2019)
Cooling water temperature (T1A) 50 ◦C Valencia et al. (2019)
Pinch point condenser (HE3) 15 ◦C Valencia et al. (2019)
Pressure ratio pump - 1 (P1) 2.5 Valencia et al. (2019)
Pinch point evaporator (HE2) 15–35 ◦C Valencia et al. (2019)
Pressure ratio pump - 2 (P2) 30 Valencia et al. (2019)

Brayton

Turbine inlet temperature, TIT 550–750 ◦C Padilla et al. (2015)
Brayton cycle - High Pressure, PHigh 20–25 MPa Padilla et al. (2015)
Efficiency - Brayton Turbines 93 % Padilla et al. (2015)
Efficiency compressor 89 % Padilla et al. (2015)
Effectiveness of HTR 95 % Padilla et al. (2015)
Pinch point minimum temperature 5 ◦C Padilla et al. (2015)
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Table 12
Energetic and economic indicator for the S-CO2-SORC layout.
Indicators S-CO2-SORC S-CO2-RORC

Toluene Acetone Cyclohexane Toluene Acetone Cyclohexane

Ẇnet,ORC [kW] 26.11 29.74 26.41 33.57 32.78 36.02
Ẇnet,sCO2−ORC [kW] 137.64 141.27 137.94 144.30 144.30 147.55
ηI,ORC [%] 16.67 18.99 16.86 21.43 20.93 23.00
ηI,sCO2−ORC [%] 50.99 52.33 51.10 53.75 53.46 54.66
∆ηth [%] 23.41 26.67 23.68 30.10 29.29 22.30
BSFCsCO2−ORC [g/kWh] 147.07 143.29 146.75 139.51 140.28 137.19
∆BSFC [%] 18.98 21.06 19.15 23.14 22.72 24.42
LCOE [USD/kWh] 0.19 0.18 0.19 0.19 0.20 0.19
SIC [USD/ kWh] 1930.43 1906.85 1932.30 1987.49 2002.37 1982.87
PBP [Years] 8.23 8.13 8.24 8.47 8.54 8.46
Table 13
Indicators of the total heat transfer, the area of the components, and the destroyed exergy for the proposed configurations.
Component Indicator S-CO2 -SORC S-CO2 -RORC

Cyclohexane Toluene Acetone Cyclohexane Toluene Acetone

ITC1
Q̇ [kW] 143.07 143.07 143.07 143.07 143.07 143.07
Ak [m2] 88.70 88.70 88.70 88.70 88.70 88.70
ĖxD [kW] 10.29 10.85 9.34 4.11 9.53 9.18

ITC2
Q̇ [kW] 141.67 141.67 141.67 141.67 141.67 141.67
Ak [m2] 15.62 14.71 14.62 16.84 15.01 14.74
ĖxD [kW] 5.17 6.40 5.24 3.95 5.97 5.04

ITC3
Q̇ [kW] 120.39 121.31 118.92 116.97 119.40 118.60
Ak [m2] 8.91 7.77 6.05 6.55 5.54 5.27
ĖxD [kW] 6.28 5.66 5.11 5.03 5.13 5.11

RHR
Q̇ [kW] 219.70 219.70 219.70 219.70 219.70 219.70
Ak [m2] 89.12 89.12 89.12 89.12 89.12 89.12
ĖxD [kW] 6.07 6.07 6.07 6.07 6.07 6.07

HTR
Q̇ [kW] 427.05 427.05 427.05 427.05 427.05 427.05
Ak [m2] 15.66 15.66 15.66 15.66 15.66 15.66
ĖxD [kW] 4.69 4.69 4.69 4.69 4.69 4.69

REC
Q̇ [kW] 22.73 13.23 2.02
Ak [m2] 34.52 33.07 36.28
ĖxD [kW] 0.73 0.33 0.01

T1 Ẇ [kW] 156.82 156.82 156.82 156.82 156.82 156.82
ĖxD [kW] 3.96 3.96 3.96 3.96 3.96 3.96

T2 Ẇ [kW] 21.70 20.50 23.56 25.18 22.42 23.90
ĖxD [kW] 4.26 4.20 5.25 4.94 4.60 5.33

T3 Ẇ [kW] 75.88 75.88 75.88 75.88 75.88 75.88
ĖxD [kW] 4.91 4.91 4.91 4.91 4.91 4.91

C1 Ẇ [kW] 0.14 0.14 0.14 0.14 0.14 0.14
ĖxD [kW] 0.13 0.13 0.12 0.12 0.12 0.12

P1 Ẇ [kW] 0.41 0.14 0.81 0.48 0.15 0.82
ĖxD [kW] 0.09 0.03 0.18 0.11 0.03 0.18

P2 Ẇ [kW] 143.07 143.07 143.07 143.07 143.07 143.07
ĖxD [kW] 88.70 88.70 88.70 88.70 88.70 88.70
3.1. Sensitivity analysis: energy and exergy performance indicators

The variability of the S-CO2-RORC Brayton configuration per-
ormance indicators for each of the working fluids is shown in
ig. 6. It considers the influence of some parameters such as input
emperature (TIT), high pressure (PHigh), evaporator pinch point
emperature (PPT), and pressure ratio (Pr ).

The behavior of the system net power (WNETBRAYTON−RORC ) for
he different selected fluids, and the rest of the parameters is
resented in Fig. 6a to 6d. It can be seen in Fig. 6a that an increase
n the inlet temperature of the turbine in the range from 550 to
50 ◦C causes an increase in the net system power about 22.89%
toluene), 29.50% (acetone) and 23.54% (cyclohexane). Fig. 6b
howed a similar trend when the high pressure was increased
rom 20 to 28 MPa, and the pinch point (Fig. 6c) increased from
5 to 35 ◦C. It achieves a power increase of 2.23% and 3.08%
toluene), 2.23% and 9.37% (acetone) and 2.08% and 3.56% (cyclo-
exane), respectively. When the pressure ratio (Pr ) is increased
rom 20 to 40 MPa (acetone and cyclohexane) and 20 to 100
Pa (toluene), it is observed that the net power increases as well
4447
about 7.70% (toluene), 3.62% (acetone) and 6.11% (cyclohexane).
The result shows that it is necessary to select the cyclohexane as
the working fluid to enhance this indicator. However, the increase
in percentages is not as high as compared to the other two fluids.
The range of results provides better performance in terms of the
net power of the system.

Figs. 6e to 6h show the behavior of the thermal efficiency of
the system (ηTHBRAYTON−RORC ). Fig. 6e shows that an increase in the
turbine input temperature increases the thermal efficiency of the
system by about 12.78% (toluene), 14.65% (acetone), and 12.70%
(cyclohexane). In Fig. 6h, when the pressure ratio is increased, it
is obtained an increase in the turbine input temperature, about
7.70% (toluene), 3.62% (acetone), and 6.11% (cyclohexane) is ob-
tained.

On the other hand, a decrease in the thermal efficiency of the
system is obtained (ηTHBRAYTON−RORC ) when the high pressure and
pinch point are increased. When the organic fluid is toluene, and
the high pressure and pinch point temperature are raised, the
thermal efficiency of the system decreases by 1.24% and 0.73%,
respectively. These results are 2.30% and 3.62% when working
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ith acetone. When working with cyclohexane, the results are
.38% and 0.89%.
The results for the delta efficiency of the system (∆η) are

hown from Figs. 6i to 6l. Figs. 6i, 6j, and 6l show that an increase
n the values of the inlet temperature, high pressure in the tur-
ine, and pressure ratio leads to a decrease in the delta efficiency
f the system (∆η). When the inlet temperature is increased,
he results are 17.38% (toluene), 9.63% (acetone), and 16.89%
cyclohexane). When it is increased the high pressure, the results
re 8.36% (toluene), 8.36% (acetone) y 8.50% (cyclohexane); 3.08%
toluene), 9.37% (acetone), 3.56% (cyclohexane), with respect to
he pinch point (Fig. 6k). As for the pressure ratio, as shown
n Fig. 6l, there is an increment in delta efficiency of 28.05%
toluene), 15.94% (acetone) and 25.03% (cyclohexane).

Figs. 6a to 6d show the specific fuel consumption (∆BSFC).
t can be seen that fuel consumption decreases when increasing
he inlet temperature in the turbine, the high pressure, and the
inch point temperature. Considering the inlet temperature in
he turbine, see Fig. 6a, it is obtained a decrease in the ∆BSFC
bout 13.63% (toluene), 7.54% (acetone) and 13.03% (cyclohex-
ne). When increasing the high pressure (Fig. 6b), it is obtained a

ecrease in the ∆BSFC about 6.49% (toluene), 6.49% (acetone) and t

4448
6.49% (cyclohexane). In the case of the pinch point (Fig. 6c), the
decrease of the ∆BSFC is about 2.37% (toluene), 7.24% (acetone),
and 2.69% (cyclohexane). Finally, when increasing the pressure
ratio, Fig. 6d, it is obtained that the ∆BSFC increases about 22.05%
toluene), 12.78% (acetone), and 20% (cyclohexane).

The exergetic efficiency of the S-CO2-SORC Brayton cycle,
hown in Fig. 6e, indicates that an increase in the inlet tempera-
ure of the turbine improves this indicator about 1.12% (toluene),
.23% (acetone), and 1.02% (cyclohexane). Fig. 6h shows the
esults considering the pressure ratio. An increase in this ratio
auses an increase in exergetic efficiency of about 7.70% (toluene),
.62% (acetone), and 6.11% (cyclohexane). On the other hand,
hen decreasing the high pressure (Fig. 6f) and the pinch point
Fig. 6 g), it is obtained an increase in the exergetic efficiency
bout 0.53% and 0.73% (toluene), 0.53% and 2.30% (acetone), 0.68%
nd 0.89% (cyclohexane), respectively.
Considering the overall energy efficiency of the system

ηWHROVERALL), shown from Fig. 6i to 6l, the combined cycle achieves
etter performance when the inlet temperature in the turbine
s 750 ◦C (Fig. 6i). The results in the increase of total energy
fficiency are 11.46%, 19.06%, 11.99%, when the working fluids are

oluene, acetone, and cyclohexane, respectively. Similar behavior
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Fig. 6. Performance of the S-CO2-RORC Brayton configuration as a function of: (a–i) turbine inlet temperature (TIT); (b–j) Inlet High-Pressure (Phigh); (c–k) pinch
point evaporator (AP); (d–l) pressure ratio pump -2.
is obtained when the pressure ratio is increased (Fig. 6l). The
results show an increase in the overall energy efficiency of about
28.04% (toluene), 15.94% (acetone), and 25.03% (cyclohexane).
The behavior is opposite when increasing the high pressure
(Fig. 6j). Hence, when the high-pressure Increase, it is obtained
a decreased of about 2.88% (toluene), 2.88% (Acetone), and 3.02%
(Cyclohexane). In the case of the Pinch point (Fig. 6k), the best
results are obtained at a temperature of 15 ◦C. These results are
3.08% (toluene), 9.37 (acetone) and 9.37% (cyclohexane).

It can be demonstrated that the supercritical Brayton cycle
integrated with the RORC cycle presents higher energetic and
exergetic indicators when comparing the previous results with
those obtained from the S-CO2-SORC Brayton configuration. The
result is much better when cyclohexane is selected as a working
fluid. An increase of 7% in thermal efficiency can be achieved,
indicating its high capacity to be used for industrial applications.

3.2. Sensitivity analysis: HTR effectiveness

Heat recovery is added to the system to optimize the perfor-
mance of the Brayton S-CO2-SORC configuration. Figs. 7a and 7b
shows the thermal efficiency behavior for S-CO2 Brayton config-
urations with heat recovery and with no heat recovery. Different
fluids were analyzed in the system with heat recovery. The results
revealed that the cyclohexane presented the best thermal effi-
ciency (35.26%) and HTR effectiveness (70%). Another important
variable analyzed was the influence of temperature on the effec-
tiveness of this equipment. Figs. 7c and 7d shows that the higher
the temperature the higher the effectiveness. The configuration
without a heat recovery system can handle higher temperatures
presenting a maximum operating temperature of 725 ◦C. It lets a
better use of the fluid properties through the system and reach

higher temperatures when it enters the turbine 1.

4449
3.3. Sensitivity analysis: thermo-economic indicators

The economic performance assessment lets to analyze the
behavior of the fluids that were selected for the operation of the
two configurations studied. It identifies the fluid that presents the
best economic performance, as shown in Fig. 8. The financial cost
of fuel is one of the most influential variables in the operating
costs of a system. Fig. 8a shows that the increase in the cost is
directly proportional to the rise in the inlet temperature of the
turbine. It increases by about 13% in the costs for a difference
in temperature of 200 ◦C. The S-CO2-SORC configuration shows
a better fluid performance than the configuration that includes a
heat recovery in the ORC coupling cycle.

The economic performance assessment lets to analyze the
behavior of the fluids that were selected for the operation of the
two configurations studied. It identifies the fluid that presents the
best economic performance, as shown in Fig. 8. The financial cost
of fuel is one of the most influential variables in the operating
costs of a system. Fig. 8a shows that the increase in the cost is
directly proportional to the rise in the inlet temperature of the
turbine. It increases by about 13% in the costs for a difference
in temperature of 200 ◦C. The S-CO2-SORC configuration shows
a better fluid performance than the configuration that includes a
heat recovery in the ORC coupling cycle.

Figs. 8e to 8h show the behavior of the economic indicator
(LCOE) as a function of the different variables used in the two
configurations.

It indicates that the variables with the highest influence on
this economic parameter are the TIT and the PHigh of the turbine.
Fig. 8e shows how the LCOE decreases with the increase of the
system temperature. The LCOE has a significant decrease of 23%
when the inlet temperature increases from 550 ◦C to 750 ◦C. It

was optimized the performance of the two configurations for the
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Fig. 7. HTR effectiveness for the three working fluids in the Brayton S-CO2-SORC with heat recovery (R) and without heat recovery (NR).
hree working fluids used, considering the LCOE reference value
0.1652 USD/kWh).

Figs. 8i to 8l shows the SIC indicator. It determines the prof-
tability of the system, considering the generated power. It can be
een that the results obtained are above the reference values (SIC
ef-1500 USD/kWh), with a difference of 12% when compared
o the best results obtained. It was found that the increase in
he operating temperature was the parameter that optimizes the
rofitability of the system.
On the other hand, the PBP is the economic indicator that

etermines the return time of the investment, as seen from
ig. 8m to 8p. It can be observed that the two configurations of
he Brayton-ORC cycles with the working operating conditions,
et to obtain the best results in the minimization of PBP when
ncreasing the parameters TIT and PHigh.

It can be seen in Fig. 8m that at a turbine inlet temperature of
50 ◦C, the PBP has an average of 7.5 years. Fig. 8p shows that it
s obtained an average PBP value of 8.2 years when the PHigh is 28
Pa. These results are below the reference value (PBP Ref-8.46
ear). It helps to determine the parameters that result in the best
erformance of the mentioned configurations.

.4. Multi-objective optimization

This section analyzes the results obtained from the multi-
ariate thermo-economic optimization of each of the SORC and
ORC configurations proposed in this study. The objective of this
ptimization is to find the optimal operating point of the System
o obtain a better performance between investment cost and net
ower produced. To carry out the analysis, four input variables
ere proposed, which have the greatest impact on the behavior of
4450
the configurations, allowing us to find variable operating ranges
in which an energetic efficiency of the system combined with
the SORC of 79.40% is obtained, and in the case of the RORC
configuration of 88.41%. Fig. 9 shows the operating ranges in
which the decision variables of the system were evaluated. The
characteristics of each configuration require a narrower range
of operation of the components. In the case of the operating
temperature for the two configurations, the operating limits are
600–850 ◦C as shown in Fig. 9a and 9b, where the optimal points
for SORC (848.98 ◦C) and RORC (849.99 ◦C) were found, showing
that the best operating conditions occur at higher temperatures
due to the heat utilization in the systems.

Figs. 9c and 9d show the behavior of the system pressure for
the SORC and RORC systems, allowing an analysis to be made of
the fact that the data cloud in the RORC system (27.1 to 27.7 MPa)
behaves close to the optimum operating point (27.66 MPa), while
the SORC system shows greater variability in the data cloud, with
the optimization behavior at the limits (20 to 28 MPa), but finding
the optimum performance point at 27.25 MPa.

Figs. 9e and 9f show the data clouds of the system behav-
ior for the decision variable PPT, allowing to analyze that this
component is primordial to guarantee the heat removal from the
systems to obtain the highest exergetic efficiency possible, show-
ing that the SORC system requires an PPT of 31.97 ◦C with respect
to the RORC that only requires a delta of 16.95 ◦C, determining
that the SORC configuration requires a more robust equipment
to be able to maintain the necessary operating conditions to
reach the highest exergetic efficiency available of the system. The
behavior of the Pr in the systems is presented in Fig. 9g and 9h,

where the systems obtain an optimal pressure ratio point of 34.99
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Fig. 8. Behavior of economic parameters for different working fluids in the S-CO2-SORC and Brayton S-CO2-RORC configurations.
Pa to achieve the highest exergetic efficiency that can be offered
y the systems.
Multi-objective optimization was applied to the option that

ses cyclohexane as working fluid. To achieve this, four objective
unctions were used. These functions were net power (Wnet),
exergetic efficiency (ηexer) and SIC, which were combined and
presented in Fig. 8. The first proposed combination is optimiza-
tion aiming at minimum SIC and maximum Wnet (Fig. 8a–b), and
the second is optimization by minimizing the ICS and increas-
ing the exergetic efficiency. (Fig. 8 c–f) for the RORC and SORC
system. In these Pareto diagrams 3 points of great relevance are
highlighted. The first point (a) is the ideal solution reached by the
optimization process. The second point (b) is the value of the base
case of the study. This is the place of part of this work, and in it we
see the power generated and the exergetic efficiency before the
optimization. The last point (c) highlights the non-ideal solution
achieved through the optimization process.

Fig. 10a shows the optimization by means of the Pareto fron-
tier for the SIC and the net power in the RORC circuit. In it, it
can be seen that the starting power value was 149 kWh and a
value of 1982.87 for the SIC. The application of this optimization
generated an increase in net power of approximately 40%, reach-
ing a value of 213.23 kWh. Likewise, the SIC showed a decrease
of approximately 24%, reaching a value of 1505.46. On the other
4451
hand, the behavior of the net power and the SIC analyzed for the
SORC circuit is shown in Fig. 10b. It can be seen that the initial
power value was 136.2 kWh and a SIC value of 1932.30. When the
optimization was carried out, the power presented an increase of
approximately 45% and a decrease of the SIC of approximately
31%.

The result of the optimization using as objective functions the
exergetic efficiency and the SIC for the RORC cycle is presented
in Fig. 10c. It is observed that the initial efficiency value is 84.1%.
Said value increased up to 88.41%, representing an increase of
4.31%. This efficiency value corresponds to an SIC of 1454.77,
which represents a decrease of approximately 36%. On the other
hand, Fig. 10d shows the optimization of the SORC circuit with
the exergetic efficiency and the SIC as object variables. For this
case, the exergetic efficiency starts at 81.75% for the base values,
and increases by approximately 4%, reaching a value of 85.85%
in the optimal solution. To observe more clearly the behavior
of the variables involved in the optimization, the basic design
parameters for the RORC circuit will be presented in Table 13.
Here we observe the values of the base case, the values of the
decision variables for the optimization using the SIC and the
exergetic efficiency as objective functions (option I), as well as the
values of the decision variables for the optimization in which the
SIC and the net power were taken as objective functions (option
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Table 14
Optimized values for decision variables and objective functions in the RORC.
RORC Optimization

Design parameters Units Base case Option I Option II

TIT ◦C 650 838.31 849,99
PHigh kPa 25000 27260.93 27666.25
PPT ◦C 30 24.6 16.95
Pr 35 32.12 34.99
Exergetic efficiency % 84.1 88.41 87.82
Net power kW 149 209.25 213.32
SIC USD/kWh 1982.87 1460.56 1505.46

II). In the same way, the values of the decision variables for the
base case are presented in Table 14, together with the values of
these variables the option I and the option II of the optimization
(see Table 15).

4. Conclusions

In this research, it was assessed the energetic, exergetic and
hermo-economic indicators of a Brayton S-CO2 cycle integrated
ith an ORC (SORC or RORC) system to compare their perfor-
ances considering three working fluids that are cyclohexane,

oluene, and acetone.
The results showed that the implementation of heat recovery

nd the selection of cyclohexane as a working fluid caused an
 o

4452
Table 15
Optimized values for decision variables and objective functions in the RORC.
SORC Optimization

Design parameters Units Base case Option I Option II

TIT ◦C 650 849.48 849.84
PHigh kPa 25000 27254.28 27282.46
PPT ◦C 30 31.72 29.78
Pr 35 34.97 28.42
Exergetic efficiency % 81.75 85.85 83.34
Net power kW 136.2 196.15 198.73
SIC USD/kWh 1932.30 1454.77 1467.57

increase in the energy efficiency of about 13.91% as well as a
reduction in the fuel consumption of approximately 11.03%. Also,
with the analysis of the exergy destruction of each of the devices
that integrate the system, it was found that the heat exchanger
HE1 gives the highest contribution to the total exergy destroyed
due to its high heat transfer area.

Regarding the thermo-economic indicators, the Brayton S-
CO2-SORC system had an excellent performance when working
ith Acetone, with an LCOE of 0.25 USD/kWh, a SIC of 2475.19
SD/kWh and a PBP of 10.55 years. Likewise, for the Brayton S-
O2-RORC system, the best performance was found when work-
ng with cyclohexane, obtaining an LCOE of 0.169 USD/kWh, a SIC
f 1691 USD/kWh and a PBP of 7.23 years.
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Fig. 10. Pareto frontier for objective functions (a–b) net power and SIC for RORC and SORC. (c–d) exegetic efficiency and SIC for RORC and SORC.
On the other hand, this work also allows us to conclude that,
the increase in net power obtained through optimization using
Wnet and SIC as objective functions is very positive. With it, an
increase of approximately 40% of the power for the RORC cycle
and an increase of approximately 45% for the SORC cycle was
achieved. A similar behavior was presented in the optimization
using as objective functions the exergetic efficiency and the SIC,
obtaining the optimal values for the efficiencies and presenting
an increase in the powers. Achieving an increase in exergetic
efficiency of approximately 4% for both cycles, and an increase in
Wnet of 40% and 44% for RORC and SORC respectively; it is possible
to conclude that the optimization using as objective functions the
exergetic efficiency and the SIC (option I) for the cycle RORC is the
one that obtains the greater Wnet maintaining a low SIC.

Nomenclature

SORC Simple Organic Rankine cycle
BSFC Brake specific fuel consumption
C Cost ($) or compressor
HTR High-temperature recuperator
HE Heat exchanger
GWP Global warming potential
RORC Regenerative organic Rankine cycle
LCOE Levelized cost of energy (USD/kWh)
ODP Ozone depletion potential
P Pump
PBP Payback period (Year)
PPT Pinch point temperature evaporator (◦C)
RC Heat recovery
SIC Specific investment cost (USD/kWh)
TIT Turbine inlet temperature (◦C)
T Turbine
Greek symbols
Ap Pinch point evaporator (◦C)
4453
D Diameter
Pr Pressure ratio (-)
Ẇ Work (kJ)
Q̇ Heat transfer rate (kW)
CMOD Unit Module Cost ($)
ηI Cycle thermal efficiency (%)
ηII Cycle exergetic efficiency (%)
ṁ Mass flow rate (kg/s)
Ė Exergy (kW)
ei Specific exergy (kJ/kg)
ĖD Exergy destroyed (kW)
Aht Heat transfer region (m2)
Uo Overall heat transfer coefficient (kW/m2 K)
∆Tml Logarithmic mean temperature difference
α Correction factor (-)
h Convection heat transfer coefficient

(kW/m2 K) or specific enthalpy (kJ/kg)
Re Reynold number (-)
kt Thermal conductivity (kW/m K)
Subscripts
Out Outlet
In Inlet
gen Generated
HR Heater
R-HR Reheater
tm Thermal source
t Tube
tur turbine
pum pump
s Shell
c Cold
h Hot
int Internal
ext External
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