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Abstract. This article evaluates autoregressive modeling as a feature extraction method in a 
database of chromatographic signals from urine samples for non-invasive diagnostic support of 
prostate cancer in response to the research question: Can chromatographic signals from urine 
be characterized and used as a non-invasive method for cancer diagnosis? For this purpose, a 
database of 18 patients, 9 diagnosed with prostate cancer and 9 control patients, is 
consolidated, statistical methods are implemented to generate autoregressive coefficients from 
the data signals, and finally, the principal component analysis technique is applied for cross-
class classification. As a result, a correct classification was obtained in the total number of 
samples validating the autoregressive modelling as a feature extraction method in contrast to 
the conventional methodology usually followed in chromatographic signal processing. 

1. Introduction 
Chromatography is considered a standard in chemical signal analysis and its popularity has allowed 
the development and application of algorithms that seek to classify, in some way, chromatographic 
signals regardless of the area of application [1,2]. These classification algorithms must have, at least, 
two main structural blocks: one in charge of performing the identification and extraction of features 
and another one that allows the recognition to discriminate between possible categories; thus, in the 
literature, several methods that fulfil the classification function in each chromatographic data set have 
been identified. Examples of the most used algorithms are principal component analysis and genetic 
algorithms that in combination with support vector machines allow delimiting representative regions 
of the data that provide the basis for classification [3,4]. 

However, although the results of the algorithms are quite accurate and manage to flag the different 
features between samples, they require a high level of pre-processing to work properly [5]. This 
preprocessing necessary for feature extraction usually requires normalization and dead-time removal, 
baseline correction and time-domain peak alignment prior to data processing, and when 
chromatographic signals are involved, these preprocessing steps are even more relevant [6]. Another 
limitation of these feature extraction algorithms is that a new learning sample requires recalculation of 
the entire set of principal components of the system and therefore pre-processing of the entire data set 
since peak alignment must consider each signal, all of which requires significant time due to the 
complexity of the data signals. 

On the other hand, scientific evidence for the use of chromatograms and classification algorithms 
applied to the study and possible diagnosis of prostate cancer is scarce. Some research in this direction 
performs an analysis of the chemical components present in the chromatogram obtained from urinary 
exosomes but does not implement any type of computer analysis to support the extraction of features 
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that may not be evident since chromatography generates complex signals in its output [7]; likewise [6], 
describes robust preprocessing and classification based on signal energy analysis concluding 
significant differences between prostate cancer samples and control samples, however, the feature 
extraction method involves different processing methods for its success. 

Therefore, it is important to explore other feature extraction methods that are concise, reliable and 
do not involve recalculating features based on the entire dataset for the analysis of this type of signals 
and their classification. One such method is autoregressive models that have proven useful in the 
processing of audio signals [8], signals from chemical sensors [9] and, in general, any signal 
considered as a time series [10]. However, no results have been reported in the literature on the 
application of autoregressive modelling to extract features from chromatographic signals from urine 
samples for characterization and classification, and that these results can be used in a possible non-
invasive diagnosis of prostate cancer. 

Now, in chromatography, varying conditions in sample collection and data generation lead to time 
shifts and peak misalignment, which is one of the challenges that has been most worked on in the 
processing of this type of signal [11,12]. Therefore, this work proposes autoregressive modelling of 
chromatogram data, which makes use of regression coefficients to represent a time series of data, 
whereby a significant advantage of this method is its independence of the time dimension of the 
original sample [13], providing a filter to the noise component and virtually compressing the data 
while preserving the important features of the signal and thus providing a feature extraction method 
that does not require the conventional pre-processing that usually ends, in the case of chromatographic 
signals, with the alignment of the signal peaks.. 

2. Methodology 
Methodology consists of three stages: first, the consolidation of the database comprising the collection 
of urine samples from patients diagnosed with prostate cancer and control patients, as well as the 
chemical preparation of each sample; this is followed by the generation of the chromatogram because 
of the digitization of the samples in text files with the intensities in millivolts; each patient has an 
associated chromatogram, which is constructed iteratively until the appropriate resolution is obtained 
[14,15]. 

Second stage is autoregressive modelling which involves the selection of the model order and the 
generation of the model coefficients; the model order must be chosen in such a way that it preserves 
the trade-off between goodness-of-fit and a high data compression ratio, for this, use is made of the 
Akaike information criterion which is one of the most ubiquitous tools in statistical modelling [16]; its 
interpretation consists of evaluating models in a given range of orders by choosing the one that 
minimizes the information criterion. Akaike is denoted by AIC and is calculated by Equation (1), 
whose parts denote the trade-off between model complexity and goodness-of-fit, i.e., minimizing the 
variance of the process by characterizing the number of parameters to be estimated in the model. 
 

AIC(k) = log(ρ!) + 2
!"#
$

, (1) 
 

where: ρ! is the variance of the noise of the order model k, k is the order of the model, N is the 
sample size of the signal. 

For the generation of the model coefficients, the Yule-Walker method is implemented which 
returns a polynomial corresponding to the estimation of the parametric signal model of the input data 
using autocorrelation and minimizing the prediction error by least squares. Equation (2) represents the 
matrix form of the Yule-Walker method which is solved by the Levinson-Durbin recursion [17,18]; 
where the outputs consist of the coefficients, the estimated variance of the white noise process and the 
reflection coefficients. These results can be used to estimate the optimal order by using information 
criteria, which for this case is Akaike. 
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where, 𝑟'  are the autocorrelation terms 𝑎'  are the scaling factors of the coefficients of the 

autoregressive model. 
Finally, the third stage, classification, validates the autoregressive modelling method as a feature 

extractor of chromatographic signals by means of principal component analysis. The latter analysis is 
commonly used to validate whether the chosen features of a signal, in this case the coefficients of the 
autoregressive signal model, are correct for classification [19,20]. 

3. Results 

3.1. Database consolidation 
To carry out the experiments, we have a database of 18 chromatographic signals corresponding to 
urine samples, 9 from patients with prostate cancer and 9 from control patients, which were taken in 
the quality control laboratory of the University of Pamplona, Colombia; the number of samples 
corresponds to the unusual nature of this type of examination and the existence of the laboratory 
equipment. The signals are exported by the measuring equipment in text files in .txt format where the 
x-axis is the time in minutes and the y-axis is the intensity of the sample in millivolts. Figure 1 
presents graphically the chromatogram of a prostate cancer patient and a control patient where some 
indications of their differences can be seen. 
 

 
Figure 1. Representation of chromatographic signals. 

3.2. Autoregressive modeling 
Figure 2 shows the relationship between the information criterion and the order of the autoregressive 
model for both control and prostate cancer patient signals; this information criterion was calculated 
with the Akaike method using Equation (1) from which the order of the model is chosen in 20 to 
represent each sample. It is important to point out that Figure 2 is for a sample of each type of patient, 
and it is not considered relevant to present the results for the other samples since the curve is very 
similar in all other cases. 

As for the feature matrices, these are formed with the coefficients of the autoregressive model 
because of applying the Yule-Walker method to each signal, these matrices are the ones that will be 
used as input for the classification analysis. Figure 3 shows an example of the power spectral density 
of a real chromatogram and one generated with the model, showing the shared similarity in their 
spectra being characteristic of the information contained in the data. 
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Figure 2. Akaike criterion as a function of the order of 
the autoregressive model. 

 

 
Figure 3. Power spectrum of the real and modeled signal. 

3.3. Classification 
Figure 4 shows the result of applying the principal component algorithm using a sedimentation plot 
whose eigenvalues were calculated from the coefficients of the autoregressive model, in which a 
single characteristic curve is evident, whose classification does not show overlap between the first two 
components; that is, principal components 1 and 2 are the ones that contain the most information of 
the characteristic chromatograms when applying the parametric Yule-Walker method. 
 

 

Figure 4. Principal component 
sedimentation plot - autoregressive 
modeling analysis. 
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Figure 5 shows the analysis of the data in a score plot, with principal components 1 and 2 as axes. 
This analysis shows that control and cancer patients have differences in their chromatograms and that 
the autoregressive modelling method is appropriate for feature extraction. Importantly, these results 
allow a clear classification between the groups which was not possible using conventional digital 
signal processing for this same dataset according to the results reported by [6]. 

Finally, a test of the time it takes to perform the conventional processing for this type of signals in 
comparison with the proposed methodology based on autoregressive models is carried out. As a result, 
the time normalization, dead time elimination, baseline correction, denoising and peak alignment 
techniques take an average of 56.1 seconds to run, while the autoregressive modelling takes 1.7 
seconds to run for all samples. It is important to mention that Google Collaboratory has the following 
technical specifications: between 0.77 GB and 12 GB of RAM, 6 Intel Xeon 2.20 GHz distributed 
CPUs; in that context, the computational cost of the model is estimated taking as a metric the 
execution time comparing the proposed approach using the autoregressive model and the conventional 
approach that follows the time normalization, dead time removal, baseline correction, denoising and 
peak alignment that was reported by [6]. 
 

 
Figure 5. Score’s chart - principal 
component correlation. 

4. Conclusions 
This paper implements autoregressive modeling as a reliable and computationally more efficient 
alternative for the feature extraction phase of chromatographic signals from the urine of prostate 
cancer patients and control patients compared to a system requiring conventional signal processing. 
For this purpose, it was first necessary to consolidate the database experimentally, followed by the 
implementation of the Yule-Walker method for parametric modeling and finally the use of a 
classification algorithm to validate the feature extraction using the coefficients of an autoregressive 
model. 

The autoregressive modeling was validated as a suitable feature extractor for the chromatographic 
signals analyzed, presenting an average computation time of 1.7 seconds, which is 33 times faster than 
the conventional processing used for this type of analysis. The above is evidenced in the sedimentation 
graphs and scores that present a unique behavior of the principal components corresponding to control 
patients and prostate cancer patients, specifying that the use of the coefficients of an autoregressive 
model by means of the Yule-Walker method is a differentiating factor. 

In the score plot, three classification regions can be discriminated by means of principal component 
analysis. This type of analysis is usually the input of methods that delimit these regions by means of 
different statistical techniques such as support vector machines or neural networks; however, the small 
number of samples does not allow a correct implementation of these methods and for this case where 
obtaining the data signals requires such an elaborate and costly process makes it even more difficult to 
apply them soon. 
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Finally, the results show that it is possible to apply autoregressive modeling as a pattern extraction 
technique to find characteristics that differentiate and accentuate the classification of the 
chromatograms of prostate cancer patients and control patients. Therefore, it can be affirmed that the 
methodology based on the autoregressive modeling theory to characterize chromatographic signals 
and perform their subsequent simulation or classification is valid and that these models were able to 
adequately represent the characteristics in real signal frequency. 
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